EMG-Based Decoding of Manipulation Motions in Virtual Reality: Towards Immersive Interfaces
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Abstract—To facilitate the development of a new generation of Virtual Reality systems and their introduction in everyday life applications, new intuitive, immersive methods of interfacing have to be developed. Over the years, Electromyography (EMG) based interfaces have been utilized for unobtrusive interaction with computer systems. However, previous EMG studies have not explored the continuous decoding of the effects of human motion (e.g., manipulated object behavior) in simulated and virtual environments. In this work, we present an EMG based learning framework that can allow for an immersive interaction with Virtual Reality environments. To do that, EMG activations from the muscles of the forearm and the hand were acquired during the execution of object manipulation tasks in a virtual world along with the motion of the object. The virtual world was visualized using an HTC Vive VR headset, while the hand motions were tracked with a dataglove equipped with magnetic motion capture sensors. The object motion decoding was formulated as a regression problem using the Random Forests methodology. The study shows that the object motion can be successfully decoded using the EMG activations, despite the lack of haptic feedback.

Index Terms—Electromyography (EMG), Virtual Reality, Muscle Computer Interfaces, Machine Learning

I. INTRODUCTION

Over the years, an increasing number of applications in entertainment, medicine, retail, research, and education has utilized Virtual Reality (VR) and Augmented Reality (AR) systems. VR based games have a positive impact in healthcare, as such games can be used in motion rehabilitation in stroke patients [1]. In [2], authors employ a VR based immersive environment for the study of neuronal tissues for exploring local cellular interactions. In [3], the authors presented the effectiveness of VR / AR systems in education and concluded that they result in increased engagement of the learner.

Traditional methods of interaction with such systems include hand-held controllers and speech and/or vision based gesture recognition devices. But the use of buttons, joysticks, track-pads, or triggers for interaction with a dynamic and unstructured environment is less intuitive when compared to the use of one’s arms and hands. In [4], the authors quantitatively present that using hand gestures directly results in improved embodiment than using controllers. A few other drawbacks of the traditional methods of interfacing are: i) they utilize bulky hand-held controllers that are inadequate for intuitive and non-fatiguing interaction with the system [5], ii) the vision based systems are prone to occlusions [6], and iii) speech and vision based systems depend on environmental factors like ambient light and background noise. Moreover, these interfaces capture only the kinematic information of the gesture performed by the user and not the effort put in by the user. Due to these issues, there is a need for an intuitive interfacing method that can provide an embodied interaction with dynamic and unstructured environments.

Most of the above mentioned issues can be addressed by using Muscle Computer Interfaces (MuCIs). MuCIs decode human intentions by utilizing myoelectric activations and allow for an immersive interaction with various devices. In [6], authors present an interfacing scheme that is capable of decoding the task performed by the user even when hands are under load. In [7], authors presented an unobtrusive arm band that consists of electromyography (EMG) sensors placed on the forearm. Moreover, EMG based interfaces being hands-free allow for a more natural control of interaction with different
devices, which makes them an appropriate, intuitive method for teleoperation applications with robot arm-hand systems [8]. Past studies have focused on EMG based decoding of reach to grasp motions [9], [10] and execution of various types of grasps [11] and finger movements [12]. These interfaces have also been successfully used for teleoperation of robotic arm-hand systems [13], games [14], wearable MuCls, and even interaction with virtual environments. In [15], Berger et al. proposed a framework that used a VR system with an EMG based interface. They performed analysis on arm movements by studying their muscle synergies. Such analysis can be used to provide an insight enhancing the rehabilitation process for individuals with impaired motor functions. However, there is a lack of studies focusing on decoding complex motions, such as equilibrium point manipulation of an object (where the finger contact points remain relatively stationary), in a virtual world. Developing systems that decode such complex motions can be used to enrich the immersive experience in VR.

Previously, we proposed a learning scheme that decodes real object motions from the myoelectric activations of the muscles of the forearm and the hand [16], [17] and explored the effects of gender and hand sizes on the performance of decoding the object motion [18]. We also studied the differences in hand manipulation motions of real objects that had centered and off-centered mass [19]. In this work, we propose a learning framework that can enable immersive interactions with VR systems utilizing EMG based decoding of dexterous, in-hand manipulation motions. To do this, we employ appropriate Random Forests regression models that decode continuous object motions of manipulation tasks executed in a virtual world (see Fig. 1). This study shows that it is feasible to decode virtual object motions using just the EMG activations of forearm and hand muscles, without the presence of haptic feedback and without accounting for other dynamic phenomena such as friction, rolling, or slipping.

The rest of the paper is organized as follows: Section II describes the equipment used and the experiments conducted, Section III describes the proposed learning scheme, Section IV presents the results, while Section V concludes the paper.

II. APPARATUS AND EXPERIMENTS

The experiments were performed by 5 able-bodied male subjects with their dominant hand (age = 26 ± 1, hand length = 186 ± 15 mm). Two subjects were left hand dominant while three subjects were right hand dominant. The study has received the approval of the University of Auckland Human Participants Ethics Committee (UAHPEC) with the reference number #019043. Prior to the study all subjects provided written and informed consent to the experimental procedures.

A. Experimental Setup

In the experiments the subjects were required to perform manipulation tasks in a virtual environment (see Fig. 2 for the virtual objects used in the experiments). To enable these interactions, HTC Vive was selected as the VR system while the Polhemus Liberty motion capture system was used to track the finger motions. The virtual world was rendered in Unity and the real world physics was modeled using MuJoCo. To track the positions and orientations of the hand, subjects wore a dataglove equipped with six magnetic motion capture microsensors that were connected to the Liberty system. Five sensors were placed on each of the five fingertips, while one sensor was placed at the back of the palm. The EMG signals were acquired using g.Tec’s g.USBamp bioamplifiers.

The physical setup for the virtual world experiments included a chair and a table for the subject to sit and perform the experiments. It was made sure that this area was in the field of view of the HTC Vive’s base stations for the tracking of the head motion and orientations. The virtual world consisted of a table that was closely designed and positioned to match the table in the real world. The objects were positioned on this table for the user to grasp and perform the manipulation experiments. The objects used in the experiment were a cube, a cylinder, and a sphere and they were modelled based on the objects available in the YCB object set [20]. Fig. 3 shows the experiment setup in the real and virtual worlds.

B. Physics Simulation Setup

To simulate and visualize the virtual world, MuJoCo and Unity were utilized. MuJoCo is a physics engine developed by Todorov et al. [21] known for its fast and accurate physics simulations. It was used to simulate the dynamics of the virtual hand and the objects, using the tracked finger positions from the motion capture system. Unity was used to interface the liberty motion capture system and MuJoCo, and also to render, display, and record the positions and orientations of bodies generated by MuJoCo. It should be noted that physical parameters of the environment affect the motion of the bodies, such as, the air density affects the lift and drag forces of moving bodies, whilst the viscosity affects the viscous forces of moving bodies. So in MuJoCo, the environment was setup so that the environmental conditions were similar to those of Earth (e.g. gravitational acceleration, air density, and viscosity were set to -9.81 m/s², 1.2 kg/m³ and 20 μPas respectively).
Fig. 3. Setup of the experiments conducted in this study. This figure shows a virtual cylinder being dexterously manipulated by a right hand dominant subject. The subject is shown wearing the HTC Vive VR headset and has EMG electrodes attached to their dominant hand that record the myoelectric activity of the muscles during manipulation of the virtual object. A glove equipped with Polhemus magnetic motion capture micro-sensors that track finger motion is used. The inset figure shows the view of the virtual world being displayed on the headset worn by the subject.

Fig. 4. Representation of a human right hand in the virtual world. The hand base represents the palm of the hand while the motion and contact bodies represent the fingers and the thumb. The palm of the hand is looking upwards. The contact body is used to make and detect contact with the objects while the motion body is used to project the position of the subject’s hand in the virtual world. The contact body is constrained to follow the motion body until it collides with the surface of the object where it can no longer follow the motion body if it has entered inside the object. If such a collision occurs, the simulation can produce a force proportional to the distance between the bodies on the object, which causes the object to move. By doing so, this prevents interpenetration of bodies in motion, which is an unwanted condition of physics engines as the bodies produce abnormally large forces to separate away from each other, resulting in unstable simulations. Moreover, the contact dynamics were setup to minimize contact rolling because the manipulation motions involved in these experiments required the contact points of the fingers to be relatively stationary on the object surface. To do this, the friction forces tangential to the object were chosen so as to strongly oppose slip during manipulation. All these considerations led to the selection of appropriate object manipulation physics in the virtual environment that closely resemble the physics of the real world.

C. Muscle Selection

To decode the motion of the virtual objects during the execution of the dexterous, in-hand manipulation tasks, the myoelectric activations of the human forearm and the hand were recorded. The muscles of the hand include the lumbricals, opponens pollicis, dorsal interrosei, and opponens digitii minimi. The muscles of the forearm include the flexor digitorum superficialis, extensor digitorum superficialis, and the abductor pollicis longus (see Fig. 5). For the experiments, the g.Tec’s g.USBamp bioamplifier was used. The settings of the bioamplifier that were configured for these experiments included a sampling rate of 1200 Hz, a Butterworth bandpass filter with cutoffs 5 Hz and 500 Hz, and a notch filter of 50 Hz to attenuate the line noise.
Fig. 5. EMG electrodes placement positions for a right hand dominant subject. The double dot with the connected line represents a bipolar pair of EMG electrodes distanced about 2 cm apart. Each electrode measures the myoelectric activations of certain muscles and is placed as follows: electrodes 1, 2, and 3 are placed on the Lumbrical muscles, electrodes 4, 5, 6, and 7 are placed on the Interossei muscles, electrode 8 is placed on the Opponens Pollicis muscle, electrodes 9, 10, and 11 are placed on the Extensor Digitorum muscle site, electrodes 12, 13, and 14 are placed on the Flexor Digitorum muscle site, electrode 15 is placed on the Abductor Pollicis Longus muscle and finally electrode 16 is placed on the Extensor Digiti Minimi muscle. The ground electrode is represented with a single dot and is placed near the elbow where muscular activity is minimal.

Fig. 6. Visualization of the pitch (subfigure A), roll (subfigure B), and yaw (subfigure C) manipulation motions performed during the experiments. Each axis is color coded and a colored ‘circle’ at the origin indicates that the positive direction of that axis is pointing orthogonally out of the page, while a colored ‘X’ at the origin indicates that it is pointing into the page. The white colored arrows show the direction of the motion about the out of plane axis.

D. Experimental Tasks

Before the start of the experiments the subjects were given verbal and visual instructions about the experiment tasks. The experiments consisted of executions of three different manipulation tasks on three virtual objects. The experiments were divided into three different sessions for each virtual object and each session contained a set of 5 trials for each type of manipulation task performed. All the manipulation tasks were executed with each trial starting with 5 seconds of initial rest period followed by 15 repetitions of the manipulation motion. During rest period the participating subjects were required to hold the object stationary and get ready to execute the manipulation tasks. To minimize muscle fatigue, the subjects were given time to rest (approximately 30 s) between different trials, while a rest period of approximately 5 min between sessions was used. Additional rest time was provided in case the subjects experienced fatigue. The in-hand manipulation tasks executed during the experiments were pitch, roll, and yaw. Fig. 6 shows a visualization of each manipulation task performed, and these are as follows:

- Pitch: a coordinated movement of the fingers that results in a motion of the object along the x-axis
- Roll: a coordinated movement of the fingers that results in a motion of the object along the y-axis
- Yaw: a coordinated movement of the fingers that results in a motion of the object along the z-axis

III. METHODS

A. EMG Feature Extraction

After acquiring the EMG signals, time domain (TD) features were extracted. To extract these features, a sliding window of 200 ms with a stride of 10 ms was selected. The size and the stride of the sliding window were carefully selected and configured to achieve the best possible performance for the decoding model. The window size should be as large as possible to avoid high biases and variances but not too large due to real-time constraints [22]. Three different TD features were extracted from each EMG channel, namely, Root Mean Square Value (RMS) [23], Waveform Length (WL) and Zero Crossings (ZC) [24], [25]. Further details regarding the extracted features can be found in [18].

B. Intention Decoding Scheme

The decoding of the user intentions while interacting with a virtual environment was formulated as a regression problem that maps the features extracted from the myoelectric activations to the motion of the virtual object. To do this, the Random Forests (RF) based regression methodology was selected. RF is an ensemble of decision trees proposed by Tin Kam Ho of Bell Labs [26]. A key feature of RF is the inherent ability of the method to calculate the feature variable importances, leading to better feature selection and improved accuracy (see [18] for details).
C. Learning Framework

In this study, we decode the motion of the object which is manipulated by the subject in the virtual world without any haptic feedback. To do this, the subjects performed the grasping and manipulation gestures in the virtual world, which were visualized using a HTC Vive VR headset, while the hand gestures were tracked with a glove equipped with six magnetic motion capture sensors. The myoelectric activations from the forearms and hands of the subjects were also acquired during these experiments. Time domain features were extracted from these EMG signals. The data of the features extracted was then compiled into two sets, one for training motion decoding models and the other to test their performance. The hyperparameters of the framework (e.g., window size, window stride, RF parameters etc.) were tuned using an iterative training process that guarantees a satisfactory performance of the decoding model. Fig. 7 shows the EMG based learning framework utilized in this study. The final results present the average performance of the trained models over the 5 rounds of cross validation. To study the performance of the motion decoding models for different muscle regions, decoding models were trained for three different muscle groups consisting of: i) all the muscles of the forearm and the hand, ii) muscles of only the forearm, and iii) muscles of only the hand.

IV. RESULTS

In this section, we present the average performance of the trained motion decoding models, calculated using a 5-fold cross validation process. We also present the importance of the muscles while decoding the manipulation motion on different objects. Pearson correlation coefficient and the percentage of the Normalized Mean Square Error (NMSE) for accuracy were used to compare the predicted object motion with the actual object motion. The NMSE value is defined as follows:

\[
\text{NMSE}(\%) = 100 \times \left(1 - \frac{||x_r - x_p||^2}{||x_r - \text{mean}(x_r)||^2}\right)\%
\]

where, \(x_r\) is the actual reference motion and \(x_p\) refers to the predicted motion.

Table I shows the percentages of correlation and accuracy of the decoded motions for all the objects. It can be seen that the correlation of the decoded motion with the actual motion was as high as \(\sim 92\%\), while the accuracy was as high as \(\sim 83\%\). Fig. 8 shows the muscle importances while decoding each motion for each object, which were calculated using the RF methodology. The muscle importance values are normalized using the most important muscle for each subject. It can be noted that different subjects have higher
importances for different muscle groups while executing the same motion on the same objects, suggesting that different subjects employ different task execution strategies for the same tasks. Another observation is that the importances of the hand muscles were higher than the importances of the forearm muscles for decoding the object motions. Table II shows the correlations and accuracies of the motion decoding models trained using only the muscles of the forearm, while Table III shows the correlations and accuracies of the motion decoding models trained using only the hand muscles. It is evident that a better performance of the decoding models can be achieved if the models are trained using the myoelectric activations of the muscles of the hand. Fig. 9 shows an example of estimated virtual object trajectories. The actual virtual object motion (blue line) is compared with the decoded virtual object motion (red line) that is based on the human myoelectric activations.

Fig. 8. Comparison of muscle importances for the motions performed on each of the objects. Subfigure A) presents muscle importances for the pitch, roll, and yaw (left to right) motions for the cube, while subfigure B) presents the same for cylinder, and subfigure C) for sphere. In x-axis, the various letters represent different muscle groups. More precisely, L represents Lumbricals, I represents Interossei, OP represents Opponens Pollicis, ED represents Extensor Digitorum, FD represents Flexor Digitorum, APL represents Abductor Pollicis Longus, and EDM represents Extensor Digiti Minimi.

Fig. 9. Comparison of actual (blue) vs predicted (red) virtual object motion. The virtual object motion was decoded using the EMG signals of a subject.

V. CONCLUSION

In this study, we presented an EMG based learning framework for decoding the motion of a virtual object which is manipulated in a VR world without any haptic feedback. To do this, the subjects performed a series of manipulation experiments in a VR world visualized using a HTC Vive VR headset, while the hand gestures were tracked with a dataglove equipped with six magnetic motion capture sensors. The myoelectric activations from the muscles of the forearms and the hands of the subjects were also acquired during the experiments. Time domain features were extracted from the acquired EMG signals. The data of the features extracted was then divided into two sets, one for training and the other for validation. An iterative training and validation procedure was created to optimize the hyper-parameters of the framework (e.g., window size, window stride, RF parameters etc.).
and the actual motions were as high as $\sim 92\%$, while the model accuracies were up to $\sim 83\%$ when trained using all the muscles. When trained using only the forearm EMG signals, the decoding performance was reduced considerably, while models trained only on the hand muscle activations performed similarly to the models trained with all the EMG signals from all the muscles. Thus, the performance of decoding models can be improved by using the myoelectric activations of the hand and palm muscles. This suggests that muscle-computer interfaces based on hand muscles can be developed to facilitate an efficient, immersive interaction with virtual reality systems.
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